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Neural Network Intuition.  Backward Propagation. 

The XOR problem. 
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Plan for today:

Machine Learning spring 2021 5

• A recap of Logistic Regression.


• Logical Operations (OR, AND, NOR, XOR).


• Forward and backward propagation.


• Practice in MATLAB.
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Logistic Regression
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1 - a cat is in the image 

0 - there’s no cat in the image
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Logistic Regression
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Logistic Regression
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Logistic Regression
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Logistic Regression
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Sigmoid
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Logistic Regression
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Activation functions
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Rectified Linear Unit



Activation functions
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Most common default choice



Activation functions
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Linear Softmax
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Training process
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1. Initialise parameters.

• Xavier initialisation1 


• He initialisation2

2. Optimise parameters (define the loss function and choose an optimisation algorithm):

1. Compute the loss function (forward propagation). 


2. Compute the gradients of the loss with respect to parameters (backward propagation).


3. Update each parameter according to the optimisation algorithm.  


3.  Use optimised parameters for prediction.

• Repeat steps 2.1-2.3

1 Glorot et al, “Understanding the difficulty of training deep feedforward neural networks” (2010) 
2 He et al, “Delving Deep into Rectifiers: Surpassing Human-Level Performance on ImageNet Classification” (2015)



Logical Operators

Elli Valla (TalTech, Department of Software Science) Machine Learning spring 2021 17

The XOR operation
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Logical Operators
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The XOR operation

(1, 1)

(1, 0)(0, 0)

(0, 1)

x2

x1 x2 target

0 0 0

0 1 1

1 0 1

1 1 0

Exclusive OR

The OR operation

Inclusive OR

x1 x2 target

0 0 0

0 1 1

1 0 1

1 1 1

(1, 1)

(1, 0)(0, 0)

(0, 1)

x1

x2

x1



Logical Operators
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2-layer neural network
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Model Configuration
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Forward propagation
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Backward Propagation
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forward propagation

backward propagation



Backward Propagation
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Backward Propagation
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Check: 

the gradient with 
respect to a variable 
should have the same 
shape as the variable. 



Practice!
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