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Let us remind the main idea of Cross Validation

The method to estimate the expected extra-sample error
E = E[L(Y, f̂(X))] (average generalized error) when the method
f̂(X) is applied to and independent test sample from the joint
distribution of X an Y (L denots loss function here.)

Cross-validation estimate of prediction error is given by:

ECV =
1

N

N∑
i=1

L(yi, f̂
−k(i)(xi)).

Usually 5 or 10 fold cross validation is recommended.

S. Nõmm ( CS TUT) Machine Learning 16.04.2020 2 / 10



Cross Validation within Machine Learning Work-flow

Up to a present time we have used synthetic sets of a very small
power, treating them as the samples.

For the real life applications when one have the sample only and not
entire population this may lead to serious errors.

One possible way to fix the problem is to perform feature selection
within the cross validation loop. (Point to discuss!!!)

What is the major drawback of cross validation?
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Bootstrap I

Let Z = (z1, . . . , zn) is the training set.

Draw randomly data sets with replacement (the samples are
independent) from Z. This will result in B bootstrap data sets.

Fit the model for each of B data sets. Examine behaviour over B
replacements.

This approach allows to estimate any aspect of distribution S(Z).

Z*1 Z*2 Z*B

Bootstrap 
samples

S(Z*1) S(Z*2) S(Z*B)

Any quantity of interest 
computed on the basis 
of corresponding sample
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Bootstrap II
Let f∗b(xi) be the predicted value at xi from the model fitted to the
bth bootstrap dataset.

Error estimate is given by:

Eboot =
1

B

1

N

B∑
b=1

N∑
i=1

L
(
yi, f̂

∗b(xi)
)
.

Better bootstrap estimate may be derived by mimicking
cross-validation. For each observation we will keep track of
predictions from bootstrap samples not containing this observation.
This is referred as leave-one-out bootstrap estimate of prediction error
and is defined by the following equation.

E(1)boot =
1

N

N∑
i=1

1

C−i

∑
b∈C−i

L
(
yi, f

∗b(xi)
)
.

Notation here may cause a problem. You are welcome to fix it :) .
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Bagging

Induced from the bootstrap technique (which is used to assess
accuracy of estimate).

Draw B samples with replacements and train the model on each
sample.

The bagging estimate then is defined by:

f̂bag(x) =
1

B

B∑
b=1

f̂∗b(x).
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Random Forests

The idea is to build large collection of de-correlated trees, and then
average them.

For b = 1 to B:
I Draw a bootstrap sample Z∗ of size N from the available training data.
I Grow tree Tb. Repeat recursively for each terminal node until minimum

node size is reached.
F Select m variables from p.
F Pick the best variable among m.
F Split the node.

Output the ensemble of trees {Tb}B1 .

Prediction:
I Regression: f̂Brf (x) =

1
B

∑B
b=1 Tb(x).

I Classification: ĈB
rf (x) = mode{Ĉb(x)}B1 .

S. Nõmm ( CS TUT) Machine Learning 16.04.2020 7 / 10



Committee learning

Some times referred as ensemble learning.

The idea is to combine a number of weak (accuracy is slightly larger
than of random guessing) classifiers into a powerful committee.

Motivation is to improve estimate by reducing variance and
sometimes bias.
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Boosting

The final prediction is given by:

G(x) = sign
( M∑
m=1

αmGm(x)
)
.

which is weighted majority vote of classifiers Gm(x). Here αm are
weights describing contribution of each classifier.

While on the first view result is very similar to the bagging, there are
some major differences.

Two class problem where output variable coded as Y ∈ {−1, 1}.
For the classifier G(X) error rate is given by:

err =
1

N

N∑
i=1

I(yi 6= G(xi)),

where N is the power of training data set.
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Ada Boost
AdaBoost.M1. by Freund and Shcapire (1997).

Initialize observation weights wi = 1/N , i = 1, . . . , N .
For m = 1 to M :

I Fit weak classifier Gm that minimizes the weighted sum error for
misclassified points.

εm =

N∑
i=1

wiI(Gm(xi) 6= yi)∑
i=1

N
wi

I Compute αm = log((1− εm)/εm).
I Update weights wi as

wi = wi ∗ exp(αm ∗ I(yi 6= Gm(xi))), i = 1, . . . , N.

Output classifier:

G(x) = sign
( M∑
m=1

αmGm(x)
)
.
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